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Abstract—Indoor scene understanding is a critical task in 

computer vision, traditionally relying on RGB data for deep 
learning-based semantic segmentation to achieve pixel-level 
understanding. However, indoor environments provide valuable 
information beyond the visible light spectrum, which has been 
largely overlooked in existing research. To address this gap, we 
introduce IndoorMS, a comprehensive multispectral dataset 
specifically designed for the semantic segmentation of indoor 
scenes. The dataset comprises images captured using a 
multispectral sensor in 17 buildings across diverse indoor settings, 
including meeting rooms, halls, lounges, offices, corridors, and 
classrooms. With 19 finely annotated semantic categories, 
IndoorMS enables robust evaluation of indoor scene segmentation. 
Benchmark experiments are performed using several leading 
semantic segmentation frameworks, followed by a thorough 
analysis of their performance. The results indicate that the optimal 
model combination, namely ConvNeXt-s with UperNet, achieved an 
mF1 score of 82.38 and an mIoU score of 72.90. Despite these 
promising results, IndoorMS’s challenges on segmentation 
networks remain, such as class distribution imbalance and domain gaps between RGB and multispectral data. This 
work marks the first effort to support multispectral indoor scene understanding with a dedicated dataset, offering new 
opportunities for research in this domain. Potential avenues for future research are presented. The project page for 
the IndoorMS dataset is available at https://zhuqinfeng1999.github.io/IndoorMS/. (The dataset will be publicly available 
for download after peer review.) 
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I.  Introduction 

Indoor scene understanding plays a crucial role in indoor 
intelligent and automated systems [1, 2]. Unmanned systems, 
such as indoor autonomous vehicles and drones, require an 
accurate understanding of their surroundings to identify various 
indoor objects and regions (e.g., doors, windows, walls, ceilings) 
in order to navigate, plan paths, and execute other complex 
tasks [3]. Moreover, indoor scene understanding [4] has 
potential applications in smart homes, intelligent security 
systems, and virtual and augmented reality environments [5]. 

Semantic segmentation of images is a crucial method for 
indoor scene understanding [6]. It involves assigning a category 
label to each pixel, enabling pixel-level understanding of the 
image [7]. In indoor scene understanding, semantic 
segmentation allows a computer to achieve fine-grained 
comprehension of indoor images, accurately segmenting 
various indoor elements into specific categories, such as walls, 
floors, doors, and windows. 

In recent years, deep learning has become the dominant 
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method for semantic segmentation [7, 8], largely due to the 
development of several highly effective deep neural networks. 
Networks like Fully Convolutional Network (FCN) [9], U-Net 
[10], the DeepLab series [11], as well as the more recent Vision 
Transformer (ViT) [12], and Vision Mamba [13, 14] have all 
demonstrated outstanding performance in semantic 
segmentation tasks. FCN replaces traditional fully connected 
layers with fully convolutional layers to achieve pixel-level 
mapping between input images and output feature maps [9]. U-
Net utilizes a symmetric design of downsampling and 
upsampling, allowing the network to effectively combine multi-
scale information [10], while DeepLab incorporates atrous 
convolution and Conditional Random Fields (CRF) to improve 
segmentation accuracy along boundaries [11]. The recently 
proposed ViT has a global receptive field, enabling it to capture 
contextual information effectively, making it particularly well-
suited for complex scenes [12]. Vision Mamba, on the other 
hand, combines global receptive fields with linear complexity, 
showing great potential in handling high-resolution images [15]. 
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These deep learning networks rely on appropriate training 
data. In the field of semantic segmentation of indoor scenes, 
most existing research primarily uses RGB data for training. 
However, multispectral data have been largely overlooked for 
indoor scene understanding, despite their proven value across a 
wide range of applications, including remote sensing [16-18], 
medical imaging [19], mining [20], and cultural heritage 
preservation [21]. For instance, in agricultural remote sensing, 
multispectral data are used for effective monitoring of pests and 
diseases [22]; in forestry, they are utilized for tree species 
classification [23]; and in medicine, multispectral imaging is 
employed for skin disease diagnosis [19]. In these applications, 
multispectral data consistently offer more comprehensive 
features compared to RGB images. In the case of indoor scene 
understanding, multispectral data can also complement the 
RGB information, enabling computers to perceive additional 
dimensions of indoor scene properties. 

Multispectral data are acquired by specific multispectral 
sensors that are capable of capturing the reflectance information 
of real-world objects across multiple distinct spectral bands 
[24]. This is achieved by utilizing multiple filters or different 
sensor modules to separate specific spectral bands, resulting in 
images that contain multiple spectral channels [25]. Compared 
to RGB sensors, multispectral sensors offer the advantage of 
capturing information beyond the visible spectrum, which 
typically includes both visible light bands as well as several 
infrared bands. Additionally, Glatt et al. [26] proposed a novel 
algorithm for illumination spectral estimation. Their study 
involved the collection of multispectral data from both indoor 
and outdoor environments. However, it did not include image 
analysis tasks such as object detection or segmentation. Their 
work [26] has significantly advanced the integration of 
multispectral cameras into mobile devices, and demonstrated 
the potential of multispectral imaging to enhance indoor scene 
understanding. 

 Despite the significant progress made in utilizing 
multispectral information across various application domains, 
its use in indoor environments remains relatively underexplored. 
To promote its application, we introduce IndoorMS, a 
multispectral dataset specifically designed for indoor scene 
understanding. Three example images from the IndoorMS 
dataset are shown in Fig. 1. These images were acquired using 
a multispectral sensor in challenging and complex indoor 
environments across 17 buildings. To account for variations in 
natural light, data collection was conducted under a diverse 
range of weather conditions and times of day. For IndoorMS, 
we developed a highly detailed set of semantic 
labels comprising 19 categories and implemented a rigorous 
annotation process. To ensure accuracy, we opted against the 
use of AI-assisted annotation, relying instead on fully manual 
labeling. We also evaluated the dataset using a variety of 
representative semantic segmentation frameworks to provide 
benchmark segmentation performance. 

The main contributions of this work are as follows: 
1. We present IndoorMS, the first multispectral dataset 

specifically designed for indoor scene understanding, 
providing essential data support for research on indoor 
scene understanding based on multispectral information. 

2. We provide highly detailed semantic annotations for 
IndoorMS, making the segmentation tasks more 

challenging and valuable for future research. 
3. We establish benchmark segmentation performance 

using a set of representative semantic segmentation 
methods and provide discussions on the challenges 
identified in the dataset. 

 
The remainder of this paper is organized as follows: Section 

II provides an overview of related work. Section III presents a 
detailed description of the IndoorMS dataset. Section IV 
establishes benchmark performance using representative 
semantic segmentation methods. Section V discusses the 
challenges associated with indoor multispectral scene 
understanding. Finally, Section VI proposes future research 
directions and concludes the paper. 
 

 
Fig. 1.  Example images of the IndoorMS dataset, including a lounge 
scene (the first row), a corridor scene (the second row), and a classroom 
scene (the third row). 

 
II. RELATED WORK 

To date, numerous datasets have been developed for indoor 
scene understanding, with the primary sensing modality still 
relying on RGB information [6]. The ADE20K dataset [27] 
includes a large number of indoor scenes with comprehensive 
annotations, making it one of the most widely used image 
segmentation datasets for indoor scene understanding. In 
addition, many datasets have also incorporated depth 
information, using RGB-D sensors for data collection to meet 
the requirements of 3D scene reconstruction tasks [28]. For 
example, Silberman et al. [29] collected 1,449 indoor RGB-D 
images, while ScanNet [30] collected 1,500 scanned scenes 
with 2.5 million frames of RGB-D images. 

The annotation of real-world indoor scene image datasets is 
costly, prompting interest in synthetic datasets that eliminate 
the need for annotation [31]. Studies such as InteriorNet [32] 
and SceneNet [33] have synthesized large numbers of indoor 
scenes, simulating the image capture process to generate RGB 
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images, IMU data, and depth information. Their studies have 
demonstrated the effectiveness of employing synthetic data for 
pre-training a model that can improve its performance on real-
world image data in vision tasks. However, generating synthetic 
multispectral data is challenging, primarily because accurately 
simulating the material properties of objects in non-visible 
spectral bands is difficult due to the complex interactions 
between materials and light beyond the visible spectrum. 
Current generation techniques, such as GAN [34] and diffusion 
models [35], often fail to accurately replicate objects’ multi-
spectral information in real-world scenarios [36], limiting the 
applicability of synthetic multispectral data in training robust 
deep learning models.  

Unlike synthetic datasets, real-world multispectral data 
realistically capture the spectral characteristics of indoor 
environments, which are valuable for applications such as 
material recognition and scene understanding under diverse 
lighting conditions. Although significant progress has been 
made in leveraging RGB and depth information for real-world 
indoor scene understanding, the exploration of non-visible 
spectral information for this task remains underexplored. 
Therefore, these justify the necessity of our work in collecting 
real-world multispectral data and providing fine semantic labels 
to establish a real-world multispectral dataset, named 
IndoorMS, for indoor scene understanding. 

III. THE INDOORMS DATASET 

A. Data Collection 
The Silios CMS4 multispectral sensor is used in this study 

for multispectral data collection. This sensor utilizes a 2048 × 
2048 resolution CMOS imaging chip, equipped with a 
miniature interferometric filter array to achieve multispectral 
sampling. The filter array is arranged in a 3 × 3 mosaic pattern, 
allowing for the acquisition of 8 multispectral channels and 1 
grayscale channel within each "super-pixel," with a resulting 
resolution of 682 × 682 for these channels. The details of these 
9 channels are presented in TABLE I. 

 
TABLE I 

SPECTRAL BAND CHARACTERISTICS OF THE CMS4 MULTISPECTRAL 
SENSOR 

Band λC (nm) FWHM 
(nm) Tmax (%) 

1 554 38 52 
2 591 36 53 
3 628 34 54 
4 667 33 54 
5 719 33 52 
6 758 32 50 
7 797 32 48 
8 838 33 45 
9 Neutral Density - Tmean = 12% over 500–900 nm 

λC = central wavelength, FWHM = the full width at half maximum, Tmax 
= the maximum transmittance, Tmean = the mean transmittance. 
 

To ensure maximum diversity of indoor scenes, we collected 
data from 17 different buildings, including educational 
buildings, research office buildings, and public service facilities, 
encompassing a wide range of architectural functions and 
layouts. The data collection covered various indoor scenes such 
as meeting rooms, halls, lounges, offices, corridors, and 
classrooms, among others. 

Considering that lighting conditions can significantly impact 
the richness of information captured across different spectral 
bands in indoor environments [37], we paid particular attention 
to capturing diverse lighting conditions during the data 
collection process, including combinations of natural and 
artificial indoor lighting. Therefore, we conducted data 
collection at different times of the day and under various 
weather conditions to encompass a broad range of lighting 
scenarios. Our data collection spanned from 9 AM to 5 PM, 
effectively covering the lighting changes from morning to late 
afternoon. The weather conditions included sunny, cloudy, 
overcast, and rainy days, allowing us to capture indoor 
environments under a variety of natural lighting conditions. 

In different indoor scenes, the distribution of light sources 
also varied. For instance, some scenes relied heavily on 
abundant natural light, often due to the presence of large 
windows, while others were primarily illuminated by indoor 
artificial lighting, especially in spaces located deeper within 
buildings or on lower floors. Additionally, we specifically 
collected data in low-light conditions, where the available 
illumination was minimal. 

We also ensured diversity in camera perspectives during data 
collection. In each scene, we captured images from multiple 
different viewpoints and heights to capture the varying spatial 
and object features present in the scene. Furthermore, we aimed 
to avoid redundant data collection of the same scene to ensure 
that each image represented unique lighting characteristics and 
spatial configurations. 

 
TABLE II 

SEMANTIC SEGMENTATION CATEGORIES AND DESCRIPTIONS 
Category Description 
Clutter Items that do not belong to the defined categories 

below. 
Wall Walls of various materials, including glass walls. 
Ceiling Ceilings, excluding items such as lights or surveillance 

cameras. 
Floor  The ground surface of the indoor environment. 
Column Freestanding columns that are not adjacent to any walls 

on all four sides. 
Window Windows of various materials, including their 

attachments (e.g., frames). 
Door Doors of various materials, including glass doors and 

their attachments (e.g., handles, frames). 
Elevator Elevator entrances, including their attachments. 
Curtain Curtains used for windows. 
Railing Railings used for staircases or balconies. 
Table Tables of various sizes and shapes, including desks and 

dining tables. 
Chair Chairs of various types, including office chairs and 

stools. 
Sofa Sofas, typically used in lounges or waiting areas. 
Board Blackboards and whiteboards. 
Poster Posters and their attachments (e.g., frames). 
Light Light fixtures, including ceiling lights and wall-

mounted lamps. 
Plant Indoor plants, including their pots and other 

attachments. 
Bin Waste bins of various sizes and types. 

 

B. Data Annotation 
In defining the semantic segmentation categories for 

IndoorMS, we considered both the representativeness of 
semantic categories and their practical applicability, covering a 
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range of semantic objects from structural elements to functional 
furniture, and down to finer details. Specifically, we defined 19 
categories in our dataset, and their detailed descriptions can be 
found in TABLE II. This comprehensive categorization 
provides robust data support for various indoor intelligent 
applications. We selected important and common structural 
elements and furniture found in indoor scenes (such as walls, 
ceilings, floors, doors, and windows), which are critical for 
scene understanding and 3D reconstruction. By perceiving 
these categories, a semantic segmentation model can achieve an 
understanding of the overall room structure, providing a 
foundation for subsequent tasks such as navigation and path 
planning [38, 39]. 

Additionally, our defined categories include those essential 
for human-computer interaction and indoor activities (such as 
tables, chairs, sofas, boards, and posters). These objects reflect 
different usage scenarios, such as offices, classrooms, and 
lounges. Understanding these categories helps in identifying the 
functional layout of different scenes and provides targeted 
training data for service robots. Furthermore, we considered 
specific detail-oriented targets that are unique to indoor scenes 
(such as plants and waste bins). These categories often appear 
in complex scenes and are important for applications such as 
obstacle avoidance in robotics. 

Since the collected multispectral data contains information 
from 9 spectral bands, directly displaying grayscale images of 
these bands is not conducive to annotation. Therefore, prior to 
annotating the multispectral data, it is necessary to visualize the 
information from all 9 channels, allowing annotators to have an 
intuitive understanding of the spectral characteristics of each 
pixel. To achieve this, we employed pseudo-color conversion 
techniques to transform the multispectral images into a more 
visually intuitive RGB format, thereby better presenting the 
scene features [40]. 

Specifically, we defined a pseudo-color conversion matrix 𝑀𝑀 
to map the information from the 9 spectral bands to the RGB 
channels. Let I represent the vector composed of the 9 spectral 
bands of the multispectral data, and O represent the resulting 
RGB vector after pseudo-color conversion. The pseudo-color 
conversion process can be represented by Eq. (1): 

 
O = M ∙ I (1) 

 
Here, I = [𝐼𝐼1, 𝐼𝐼2, 𝐼𝐼3, … , 𝐼𝐼9]𝑇𝑇 represents the input signals from 

the 9 spectral bands, and O = [𝑅𝑅,𝐺𝐺,𝐵𝐵]𝑇𝑇  represents the RGB 
output signals after pseudo-color conversion. The matrix M is 
the pseudo-color conversion matrix used for the transformation, 
and its values are given by Eq. (2): 

 
M = �

0.191 0.001 −0.401 −0.545 0.789 1.048 0.131 −0.132 −0.212
−0.162 −0.135 0.410 0.514 0.096 −0.123 −0.067 −0.005 −0.015
1.038 0.411 −0.032 0.035 0.043 0.099 0.118 0.057 −0.769

� (2) 

 
In matrix M, each row represents the weighting coefficients 

used to map the 9 spectral band signals to the RGB channels. 
The first row is used to calculate the red channel, the second 
row for the green channel, and the third row for the blue channel. 
Through this mapping, the multispectral information can be 
presented in the form of a pseudo-color RGB image, as 
illustrated in Fig. 2. 

 

 
Fig. 2.  Example visualization of multispectral 9-channel raw data with 
the pseudo-color conversion. 

 
To ensure the accuracy of annotations, this dataset was 

uniformly annotated without using AI-assisted tools, such as 
Segment Anything Model (SAM) [41] or other automatic 
segmentation techniques. Instead, we employed a fully manual 
annotation approach, with Label Studio being used as the 
annotation tool. In the annotation process, pseudo-color images 
were utilized for annotation purposes. To avoid potential 
annotation errors caused by discrepancies between the pseudo-
color images and real-world colors, we also provided high-
resolution color images captured by a camera for reference. 
This allowed annotators to compare the pseudo-color images 
with the real color images, thus minimizing errors. 

A schematic of the annotation process is illustrated in Fig. 3. 
Fig. 3(a) shows the pseudo-color image, on which different 
semantic categories were manually annotated using the 
annotation software. The resulting annotated image is shown in 
Fig. 3(b). During the annotation process, we provided high-
resolution RGB images captured by the camera, as illustrated in 
Fig. 3(c). Finally, the resulting ground truth of segmentation is 
presented in Fig. 3(d). 

 

 
Fig. 3.  Example of the annotation process. (a) Pseudo-color image for 
annotation; (b) Annotated pseudo-color image; (c) High-resolution color 
image provided for reference during annotation; (d) Resulting ground 
truth of segmentation. 
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We recruited experienced individuals for the annotation task, 
dividing them into annotation and validation teams. To ensure 
consistency in annotations, all annotators and validators 
underwent unified training. The annotation team was 
responsible for the initial annotations, while the validation team 
checked the results. Any annotations that did not meet the 
required standards were returned to the annotation team for 
correction until all annotations were accurate and complete. 

C. Dataset Split 
The dataset consists of a total of 227 multispectral images, 

which were divided into training, validation, and test sets in a 
7:1:2 ratio. Specifically, the training set contains 158 images, 
the validation set contains 22 images, and the test set contains 
47 images. We employed a random splitting strategy to 
partition the dataset. This approach ensures that the training, 
validation, and test sets all retain scene diversity. Additionally, 
it helps ensure that rare categories (e.g., plants, bins) are 
balanced across both the training and testing phases. 

 

IV. BENCHMARKS 

A. Representative Baselines 
To comprehensively evaluate the performance of the 

IndoorMS dataset in semantic segmentation tasks, we 
conducted benchmark testing using various representative 
semantic segmentation frameworks. Common semantic 
segmentation frameworks are typically composed of two main 
components: an encoder and a decoder [42]. The encoder is 
responsible for extracting multi-scale features from the input 
image, while the decoder maps these features back to pixel-
level class labels to generate segmentation predictions. In this 
study, we selected multiple representative combinations of 
encoders and decoders to thoroughly demonstrate the 
performance of IndoorMS under different segmentation 
architectures. 

ResNet [43] is a classic and widely-used convolutional 
neural network-based encoder architecture [44]. It introduces 
skip connections to address the vanishing gradient problem in 
deep networks, allowing the construction of deeper networks 
that are more effective in feature learning. ConvNeXt [45] 
simplifies the traditional convolutional network and 
incorporates Transformer-inspired [12] design elements. Its 
extensively optimized architecture allows for efficient feature 
extraction when dealing with complex structures and textures. 
In addition to convolutional neural network-based encoders, we 
also selected the Swin Transformer [46], a visual Transformer 
architecture based on a sliding window mechanism. Leveraging 
the self-attention mechanism, Swin Transformer is capable of 
capturing long-range dependencies in the image, providing 
efficient global feature modeling. 

PSPNet [47] is a pyramid pooling decoder architecture that 
utilizes different pooling operations to capture the global 
contextual information of the image, enabling effective feature 
extraction from different scales of image regions. UperNet [48] 
is a multi-level decoder that integrates features from different 
levels of the encoder to effectively handle multi-scale 
information. BiSeNet [49] combines spatial and context paths 
to process features, with the spatial path retaining high-

resolution spatial features and the context path capturing global 
semantic information. DeepLabV3+ [11] employs atrous 
convolution, which allows for a broader receptive field during 
feature extraction. We also selected the Transformer-based 
decoder SegFormer [50], which achieves end-to-end 
segmentation by integrating with a Transformer encoder and 
excels at fine-grained feature extraction. 

B. Experimental Setup and Evaluation Metrics 
In constructing the semantic segmentation framework, we 

adopted multiple encoder-decoder combinations for benchmark 
experiments, including ConvNeXt with UperNet, ResNet with 
BiSeNet, ResNet with DeepLabV3+, Mix ViT with SegFormer, 
ResNet with PSPNet, Swin Transformer with UperNet, and 
ResNet with UperNet. To evaluate the impact of network depth 
on segmentation performance, we selected two different scales 
of models for each combination. Specifically, for the encoders, 
we used ResNet18 and ResNet50, ConvNeXt's Tiny and Small 
versions, Swin Transformer's Tiny and Small versions, as well 
as Mix ViT's b0 and b2 versions. 

To enhance the generalization ability of the tested models, 
we implemented a range of data augmentation strategies [51], 
including random resizing, random rotation, random flipping, 
and random cropping. All input images were resized to a 
resolution of 512 × 512, with a batch size of 16 (8 images per 
GPU). The models, with the exception of SegFormer that was 
trained for 160k iterations, were trained for 15k iterations. We 
used Cross-Entropy Loss as the loss function to optimize the 
models. It is important to note that the choice of these 
parameters was the result of extensive hyperparameter tuning 
and optimization to achieve the best performance across the 
different model combinations on the IndoorMS dataset. The 
final, optimized experimental settings are presented in TABLE 
III. All experiments were conducted using two 24GB NVIDIA 
4090D GPUs. 

 
TABLE III 

TRAINING SETTINGS FOR SEGMENTATION FRAMWORKS ON THE INDOORMS 
DATASET 

Decoder Encoder LR OP SC WA 
UperNet ConvNeXt 0.001 AdamW PolyLR Yes 
BiSeNet ResNet 0.025 SGD PolyLR Yes 
DeepLabV3+ ResNet 0.1 SGD PolyLR No 
Segformer Mix ViT 0.0006 AdamW PolyLR Yes 
PSPNet ResNet 0.01 SGD PolyLR No 
UperNet Swin 0.00006 AdamW PolyLR Yes 
UperNet ResNet 0.1 SGD PolyLR No 

LR: Learning Rate, OP: Optimizer, SC: Schedule, WA: Warmup, Swin: 
Swin Transformer. 
 

To evaluate the performance of semantic segmentation 
networks on the IndoorMS dataset, we used three evaluation 
metrics: Intersection over Union (𝐼𝐼𝐼𝐼𝐼𝐼), mean Intersection over 
Union (𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ), and mean 𝐹𝐹1  score (𝑚𝑚𝑚𝑚1 ). Among these, 
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑚𝑚𝑚𝑚1  are used to comprehensively evaluate the 
overall performance of the semantic segmentation models, 
while 𝐼𝐼𝐼𝐼𝐼𝐼  is used to reflect models’ performance across 
different categories in detail. To eliminate any potential 
experimental variability, we performed three complete training 
experiments for each encoder-decoder framework. The average 
of the metric results from these repeated trainings was used to 
represent the performance of each network framework. This  
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ensured our findings were more robust and less influenced by 
random fluctuations. The formula for 𝐼𝐼𝐼𝐼𝐼𝐼 is given by Eq. (3): 

 

𝐼𝐼𝐼𝐼𝐼𝐼 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹
(3) 

 
Here, True Positive (𝑇𝑇𝑇𝑇) represents the number of pixels 

correctly classified as positive, False Positive (𝐹𝐹𝐹𝐹) represents 
the number of pixels incorrectly classified as positive, and False 
Negative ( 𝐹𝐹𝐹𝐹 ) represents the number of positive pixels 
incorrectly classified as negative. The higher the 𝐼𝐼𝐼𝐼𝐼𝐼 value, the 
better the segmentation performance. Therefore, 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 can be 
used to evaluate the overall performance of semantic 
segmentation, which can be expressed by Eq. (4): 

 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
1
𝑁𝑁
�𝐼𝐼𝑜𝑜𝑈𝑈𝑖𝑖

𝑁𝑁

𝑖𝑖=1

=
1
𝑁𝑁
�

𝑇𝑇𝑃𝑃𝑖𝑖
𝑇𝑇𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑁𝑁𝑖𝑖

𝑁𝑁

𝑖𝑖=1

(4) 

 
Here, 𝑖𝑖 represents the 𝑖𝑖-th class, and 𝑁𝑁 represents the total 

number of classes. In addition to 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , which evaluates 
overall segmentation performance, 𝑚𝑚𝑚𝑚1  is calculated as the 
average of the 𝐹𝐹1 scores across all classes. The 𝐹𝐹1 score is the 
harmonic mean of precision and recall, providing another 
measure of the model's overall performance, and can be 
expressed by Eq. (5): 

𝑚𝑚𝑚𝑚1 =
1
𝑁𝑁
�𝐹𝐹1𝑖𝑖

𝑁𝑁

𝑖𝑖=1

=
1
𝑁𝑁
�

2 ⋅ 𝑇𝑇𝑃𝑃𝑖𝑖
2 ⋅ 𝑇𝑇𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑁𝑁𝑖𝑖

𝑁𝑁

𝑖𝑖=1

(5) 

 

C. Benchmark Results 
We trained several representative networks on the IndoorMS 

dataset from scratch, and the results of semantic segmentation 
performance are summarized in TABLE IV. It is evident that 
training from scratch led to limited segmentation performance 
across all methods. Among these, the best-performing 
combination was ConvNeXt-s with UperNet, which achieved 
an 𝑚𝑚𝑚𝑚1  score of 65.50 and an 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  score of 51.61. 
Furthermore, deeper networks did not always result in superior 
segmentation performance. For example, when using BiSeNet 
as the decoder, ResNet50 performed worse in terms of 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
compared to ResNet18. This can be attributed to the relatively 
small scale of the IndoorMS dataset, as well as the richer 
features inherent in multispectral data compared to 
conventional RGB images. Given that mainstream neural 
networks typically require large-scale datasets to perform 
optimally, training from scratch alone was insufficient for 
effectively fitting the training data. 

In semantic segmentation tasks, to achieve better 
segmentation results, it is common to pre-train the encoder (i.e., 
the backbone of the segmentation framework) [52]. Specifically, 
the backbone network is first pre-trained on a large-scale image 
dataset (such as ImageNet [53]) for image classification, 
enabling the model to learn rich feature extraction capabilities 
beforehand. Through such pre-training, the encoder effectively 
captures features at various levels—from low-level to high-
level—which can then be fine-tuned for the downstream 
segmentation task, significantly enhancing the segmentation 
performance. Therefore, in our experiments, we also pre-
trained the encoder on ImageNet to assess the impact of pre-
training on the IndoorMS dataset. The segmentation results 
after pre-training and fine-tuning are shown in TABLE V. 

 
Fig. 4.  The comparison of the pixel proportion of various categories in IndoorMS and the 𝐼𝐼𝐼𝐼𝐼𝐼 scores of ConvNeXt and Swin Transformer's 
small version models. 
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Under the pre-training and fine-tuning paradigm, tested 
networks on the IndoorMS dataset showed significant 
performance improvements. The best-performing method was 
the combination of ConvNeXt-s and UperNet, achieving an 
𝑚𝑚𝑚𝑚1 score of 82.38 and an 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 score of 72.90. It is evident 
that incorporating multispectral data allowed state-of-the-art 
segmentation frameworks to achieve strong performance across 
most of the 19 defined categories, with 𝐼𝐼𝐼𝐼𝐼𝐼 scores generally 
exceeding 70. Furthermore, when deeper networks were used 
after pre-training, they demonstrated better performance due to 
their enhanced ability to learn from the larger ImageNet dataset. 
As the depth of the network increased, so did its capacity to 
capture more complex features, leading to better segmentation 
results during the fine-tuning process. However, some specific 
categories still had relatively lower segmentation scores, 
including Clutter, Column, Railing, and Signage. 

Using larger models comes at the cost of increased 
computational load and parameter size, which may be a 
consideration for practical applications. However, thanks to the 
rapid advancements in GPU technology, modern GPUs are now 
capable of efficiently running larger models. While the 
inference speed of larger models is slightly slower compared to 
smaller models, it remains fast enough for practical use. In our 
tests, using the NVIDIA 4090D GPU, the inference speed for 
9-channel 512×512 resolution images was approximately 
1.33ms per image when using the Tiny model (or ResNet-18) 
and 1.78ms per image when using the Small model (or ResNet-
50). This efficiency is deemed more than sufficient for real-time 
segmentation applications. 

The Clutter category had a low score because IndoorMS 
contains a large number of complex and challenging scenes, 
which include many objects that the model has not encountered 
before, making accurate segmentation difficult. The Column 
category also proved challenging because our definition of 
Column refers to pillars that are not adjacent to any walls, 
whereas in the dataset, some columns are adjacent to one wall, 
making it difficult for the model to distinguish based on image 
data alone. Railing and Signage had lower scores due to the 
rarity of these categories in the training data and their small size, 
making their prediction particularly challenging. 

To further substantiate the advantages of multispectral data 
in semantic segmentation tasks, we conducted a series of 
comparative experiments that aimed at providing preliminary 
evidence of the potential performance enhancement offered by 
multispectral data over RGB data. Specifically, we performed 
semantic segmentation tests using pseudo-color images 
(simulating RGB data due to the spectral band limitation of the 
adopted sensor that is unable to capture all red, green and blue 
spectra) and multispectral data, respectively, and subsequently 
compared their segmentation performance results. The 
experimental outcomes are presented in TABLE VI. To ensure 
the fairness of the comparison, we employed models pre-trained 
on the ImageNet dataset for segmenting both multispectral and 
pseudo-color images. The results demonstrate that the semantic 
segmentation performance using multispectral data as the input 
significantly surpassed that achieved with the pseudo-color 
images as the input. However, it is important to note that this 
experiment serves only as an initial validation using pseudo-
color images. To facilitate a more rigorous comparative 
analysis, it is necessary to employ multi-spectral data with a 

more comprehensive set of channels covering the red, green, 
and blue spectra. 

TABLE VI 
COMPARISON OF SEMANTIC SEGMENTATION PERFORMANCE OF 

MULTISPECTRAL DATA AND PSEUDO-COLOR IMAGES 
Decoder Encoder Data mIoU 

UperNet ConvNeXt-s Multispectral 72.90 
Pseudo-color 70.61 

BiseNet ResNet50 Multispectral 57.65 
Pseudo-color 51.42 

DeepLabV3+ ResNet50 Multispectral 56.12 
Pseudo-color 55.17 

Segformer Mix ViT-b2 Multispectral 65.90 
Pseudo-color 64.06 

PSPNet ResNet50 Multispectral 53.37 
Pseudo-color 50.94 

UperNet Swin-s Multispectral 67.36 
Pseudo-color 65.21 

UperNet ResNet50 Multispectral 55.73 
Pseudo-color 49.15 

 

D. Differences from other Datasets 
The IndoorMS dataset differs significantly from existing 

datasets in several key aspects. First and foremost, IndoorMS is 
the first multispectral dataset specifically designed for indoor 
scene understanding, incorporating multiple spectral channels 
beyond the visible light spectrum. This is a distinctive feature 
that sets it apart from conventional datasets that primarily rely 
on RGB data [27]. The inclusion of multispectral data offers 
additional spectral dimensions of object information, enabling 
more comprehensive scene understanding. 

Secondly, IndoorMS provides a finer level of semantic 
categorization, comprising 19 distinct categories. This level of 
granularity surpasses that of many existing datasets [6], which 
often feature fewer, broader categories. The detailed 
annotations in IndoorMS enhance its applicability for more 
complex semantic segmentation tasks, allowing for more 
precise and targeted model evaluations. 

Finally, the complexity and diversity of the segmented scenes 
within IndoorMS further distinguish it from other datasets [32]. 
The diversity of indoor environments, coupled with the 
carefully crafted segmentation labels, provides a rich and 
challenging benchmark for evaluating the capabilities of 
semantic segmentation architectures. These characteristics 
make IndoorMS particularly valuable for testing models 
designed to handle complex, real-world indoor scene 
understanding tasks. 

V. CHALLENGES 

A. Class Distribution Imbalance 
In indoor image data, there is a significant imbalance in class 

distribution [54]. This is because, during indoor scene capture, 
most of the image pixels are concentrated on common 
structures such as walls, ceilings, floors, doors, and windows, 
while other less common objects are comparatively rare. We 
analyzed the pixel distribution for each class in the IndoorMS 
dataset, as shown in the Fig. 4. The categories "Wall," "Floor," 
"Ceiling," and "Window" occupy substantial proportions, 
accounting for 43.91%, 15.68%, 7.02%, and 7.00%, 
respectively. On the other hand, some categories, such as 
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"Light" and "Bin," have much lower proportions, with only 0.24% 
and 0.18%, respectively. 

Due to the reliance of neural networks on training data, class 
imbalance typically affects model performance [54]. In our 
analysis, we further demonstrated the impact of class 
proportions on segmentation performance, as illustrated in the 
Fig. 4, which shows the relationship between class pixel 
proportions and 𝐼𝐼𝐼𝐼𝐼𝐼  scores for ConvNeXt and Swin 
Transformer when combined with the UperNet decoder. It can 
be observed that, in many cases, segmentation performance 
correlated positively with class proportion. Many classes, such 
as "Poster," "Light," and "Plant," were affected by their low 
pixel proportions, with lower segmentation performance 
observed for lower proportions. However, there are also classes 
that were less affected by pixel proportions, such as "Bin," 
which achieved an 𝐼𝐼𝐼𝐼𝐼𝐼  score of 88.48% with ConvNeXt 
despite having only a 0.18% proportion. This is likely due to 
the distinct features of the "Bin" category, which makes it easier 
to segment. 

Therefore, overcoming the influence of class imbalance is a 
critical challenge for improving model performance in indoor 
scene understanding. 

B. Domain Gap 
The pre-training and fine-tuning paradigm are a commonly 

used approach in semantic segmentation tasks, and from 
TABLE IV and TABLE V, it is evident that pre-training 
significantly enhances segmentation performance. However, 
the availability of pre-training datasets is currently limited, with 
no large-scale multispectral datasets available for pre-training. 
For segmentation tasks involving multispectral data, ImageNet 
is typically used as the pre-training dataset. However, ImageNet 
is an RGB dataset, and there is a significant channel domain gap 
between RGB and multispectral data [26]. For IndoorMS, 
which contains 9 channels, this channel difference poses a 
major challenge for model application. 

This domain gap makes it challenging for the model to 
transfer learned certain features from RGB images to 
multispectral data due to mismatched channel characteristics 
[55]. Therefore, overcoming the channel domain gap between 
pre-training datasets and downstream task datasets is crucial for 
enhancing segmentation performance. 

C. Limited Scale 
The process of collecting multispectral data involves the use 

of multispectral sensors and requires data collection across 
numerous indoor environments. Moreover, data annotation 
requires manual semantic labeling of multichannel 
multispectral data, making the construction of the dataset costly. 
As a result, the scale of the IndoorMS dataset is limited, similar 
to other remote sensing image datasets, and is relatively small 
compared to traditional large-scale RGB datasets. 

Nevertheless, the features contained in the IndoorMS dataset 
are extremely rich. Compared to RGB images, multispectral 
data can provide additional spectral channels, offering more 
detailed material and spectral characteristics, which can help 
the model capture information that is difficult to present in RGB 
data. This also presents an additional challenge for model 
learning, as it needs to effectively learn from these rich features 
despite the limited dataset size to improve segmentation 

performance in indoor scenes [56, 57]. 

VI. CONCLUSION AND OUTLOOK 
This work presents IndoorMS, the first multispectral 

semantic segmentation dataset designed for indoor scene 
understanding, featuring fine-grained annotations for 19 
semantic categories. We established benchmark performance 
for IndoorMS using a variety of representative semantic 
segmentation frameworks, with the best performance achieved 
by the combination of ConvNeXt and UperNet, yielding an 
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 score of 72.9 and an 𝑚𝑚𝑚𝑚1 score of 82.38. We analyzed 
the segmentation results of this dataset and identified key 
challenges, including class distribution imbalance, domain gap, 
and limited dataset scale. Based on these challenges, we 
propose the following directions for future research: 

1. Training and Data Augmentation Strategies: Explore 
more effective training or data augmentation strategies 
to address class imbalance, particularly optimizing the 
performance for rare categories. 

2. Pre-training Strategy for Domain Gap: Design a pre-
training strategy based on ImageNet that can mitigate the 
channel domain gap between RGB and multispectral 
data during transfer learning. 

3. Multispectral Pre-training Dataset: Construct a large-
scale multispectral pre-training dataset to provide robust 
pre-trained models for tasks like multispectral semantic 
segmentation and object detection, addressing the 
limited options for pre-training datasets in multispectral 
analysis tasks. 

4. Specialized Neural Networks for Multispectral Data: 
Design neural networks specifically for multispectral 
data to extract channel-specific features more effectively. 
Additionally, develop channel selection strategies to 
utilize the most effective spectral channels for training 
and inference. 

5. Efficient Neural Networks for Few-shot Learning: 
Develop more efficient neural networks that can fully 
exploit the features in limited data settings, improving 
performance in small-sample training scenarios. 

6. Indoor Multispectral Object Detection and Instance 
Segmentation: Future work can direct to collecting a 
multispectral dataset for indoor object detection [58] and 
instance segmentation, providing more comprehensive 
perception for indoor robots. 

7. Integration of real and synthetic multispectral data: 
Future work could explore hybrid approaches that 
integrate real and synthetic multispectral data, 
combining the scalability of synthetic data with the 
fidelity of real data to enhance model generalization. 
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